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* 2nd half '15
15t cOfnmercial systems

* 3+ TFLOPS'
~ In One Package

Parallel Performance & Density

Unveiling Details of Knights Landing

(Next Generation Intel® Xeon Phi™ Products)

Platform Memory: DDR4 Bandwidth and
Capacity Comparable to Intel® Xeon® Processors

Compute: Energy-efficient IA cores?
7 = Microarchitecture enhanced for HPC3
= 3X Single Thread Performance vs knights Corners

» Intel Xeon Processor Binary Compatible®

Intel® Silvermont Arch.
Enhanced for HPC

Processor Package

All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject to change without notice. Over 3 Teraflops of peak theoretical
double-precision performance is preliminary and based on current expectations of cores, clock frequency and floating point operations per cycle. FLOPS = cores x clock frequency x floating-
point operations per second per cycle. . 2Modified version of Intel® Silvermont microarchitecture currently found in Intel® Atom™ processors. 3Modifications include AVX512 and 4
threads/core support. “Projected peak theoretical single-thread performance relative to 15t Generation Intel® Xeon Phi™ Coprocessor 7120P (formerly codenamed Knights Corner). °Binary
Compatible with Intel Xeon processors using Haswell Instruction Set (except TSX) . éProjected results based on internal Intel analysis of Knights Landing memory vs Knights Corner (GDDR5). ¢
7Proj¢|acteg result based on internal Intel analysis of STREAM benchmark using a Knights Landing processor with 16GB of ultra high-bandwidth versus DDR4 memory only with all channels Intel
populated.

Conceptual—Not Actual Package Layout



Intel® Xeon Phi™ Product Family

Industry and User Momentum

1 TELOPS! 3¢ TELOPS? Announcing

K : 2H’15

c -Bootable Processor .

Kn 18 hts b, High s vemory T\ hts First
-Integrated Fabric Commercial

Corner Landing Systems

ration
on Phi™
-JUJJJ/

10nm proces

tec DO’
. _ many more 280109 JJ:J/
Intel® Xeon Phi™ card-based systems
Coprocessor — Applications
and Solutions Catalog

>100 PFLOPS customer system compute commits to-date?

1 Claim based on calculated theoretical peak double precision performance capability for a single coprocessor. 16 DP FLOPS/clock/core * 61 cores * 1.23GHz = 1.208 TeraFLOPS

* =al,
20ver 3 Teraflops of peak theoretical double-precision performance is preliminary and based on current expectations of cores, clock frequency and floating point operations per cycle
FLOPS = cores x clock frequency x floating-point operations per second per cycle. 3 Intel internal estimate
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Intel” Omni Scale—The Next-Generation Fabric

INTEGRATION
=  Designed for Maximum Scalability

Intel® Omni
Scale Fabric

Intel® Omni
Scale Fabric

= Rich Set of Programming Models

= Flexible Configurations

inside”
XEON PHI"
=  End-to-End Solution
Starting with Future 14nm
Knights Landing generation

*Coming in ‘15

Intel® True Scale

Open :
PCle Edge Director Intel Silicon Software Fabric Upgrade
v Adapters v Switches v Systems V photonics  V Tools* Prog?rr:nlsjliil{op; Your

%

intel,

*QOpenFabrics Alliance Other brands and names are the property of their respective owners



ROTOR

i Quantum  Optimized OPENMP/
AMBER WRF VISIT VASP UTBENCH SU2 SG++ SeisSol SIM R Espresso integral MPI Openflow NWChem
Modernizing HPC Community Codes
NEMOS5
(Large
e Breakdown of Application Hours
NERSC - Hopper 20121 MPAS
®
. Intel” Parallel .
Remaining Codes Computing Centers
e ‘ MACPO
Collaborating to accelerate
the pace of discovery »
CAM-5 % of total
£ 10 codes 2 50% >40 Centers
= 25 codes = 66% . e
CASTEP = 13 Countries
>70 Codes arC
e 2 User Groups I
CFSv2 Gromacs
https://software.intel.com/en-us/ipcc
CIRCAC GPAW
(C(lesiT\;l]é)S) COSA C(C);?ec;s DL-MESO DL-Poly ECHAMG6 Elmer FrontFlow/Blue Code GADGET GAMESS-US :intel
1Source: NERSC 2 www.ihpcc2014.com



Create the applications that shape e 7
and enable innovation intel

Software

Ware Intel*
Intel® Intel* , el o Integrated Native intel®
Parallel Studio XE System Studio Media Server Studio Developer Experience XDK
(Intel* INDE) ‘

v @ lf‘ o & )

& g | 1

Intel® Intel® Intel® Media Intel® Integrated Intel® XDK

Parallel Studio XE System Studio Server Studio Native Developer
Experience
Technical Embedded Media Development Native App Web and hybrid
Computing Systems/Device Software Development HTMLS App
Enterprise, and HPC Development Software Development Software
Software Software
intel) |

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Intel® Parallel Stuc..lig XE

o T 1 ERELULE
;

ACCELERATE. """

improve application performance, scalability and reliability.

TRANSFORM YOUR CODE >

intel \ 12

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Technical Computing | J{,
Enterpnse’ and HPC Software Intel® Parallel Studio XE &J

Improve application performance, scalability, reliability

Parallel

A ——— II Insightful
I models Al analysis tools

“

intel) |

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Faster Code Faster

Intel® Parallel Studio XE 2015

= Simplifies building, debugging
and tuning parallel code

» Integrated C++ and Fortran
tool suite

= Drops into development
environment

— e.g., Visual Studio*
= Windows*, Linux* & OS X*

Seltinde

-
Parallel Studio XE

Code Faster

Compilers with high level parallelism
features including OpenMP* 4.0

Parallelism prototyping assistant

Advanced parallel models and libraries,
simple update with relink

Graphical profilers visualize bottlenecks

Memory, thread and MPI error checkers
help remove errors

Faster Code

Performance without compromise
through optimizations for current
and future processors

* Compilers

* Libraries

Profilers simplify tuning parallel
code for best performance



http://software.intel.com/en-us/articles/optimization-notice

How Intel® Parallel Studio XE 2015
helps make Faster Code Faster for HPC

HPC Cluster

MPI Messages

Vectorized
& Threaded
Node

Multi-fabric MPI

library

Cluster Edition

MPI error checking
and tuning

Threading design
& prototyping

Intel® C++ and
Fortran compilers

Professional Edition

Parallel performance
tuning

Composer Edition

Parallel models
(e.g., OpenMP¥*)

Memory & thread
correctness

Optimized libraries



http://software.intel.com/en-us/articles/optimization-notice
http://www.iconfinder.com/icondetails/63466/128/
http://www.iconfinder.com/icondetails/63466/128/
http://www.iconfinder.com/icondetails/63466/128/
http://www.iconfinder.com/icondetails/63466/128/

Intel® Parallel Studio XE 2015

Product Feature

Compilers, Performance and

®
Intel® Composer XE Threading Libraries

Out of the box performance

High Performance Message Interconnect independence

® i 1
Intel® MPI Library Passing (MPI) Library

Threading Prototyping Tool

© A
Intel® Advisor XE (Studio XE products only)

Simplifies parallel application design

Intel® VTune™ Amplifier

YE Performance Profiler Find performance bottlenecks

Memory & Threading Dynamic

®
Intel® Inspector XE Analysis

Code quality, improved security

Intel® Trace Analyzer & , Find performance bottlenecks in
MPI1 Performance Profiler o
Collectort cluster-based applications

Efficiently Produce Fast, Scalable and Reliable Applications with Intel Tools



http://software.intel.com/en-us/articles/optimization-notice

Intel® C++ and Fortran Compilers

Boost application performance on Windows* and Linux*

Boost C++ application performance
on Windows* & Linux* using Intel® C++ Compiler
(higher is better)

Floating Point Integer

I

o
O

GCC 4.9.0
GCC4.9.0

Windows Linux
Estimated SPECfp®_base2006

Windows Linux
Estimated SPECint® base2006

Relative geomean performance, SPEC* benchmark - higher is better

Sonfiuration: Hardware: HP ProLent DL360p Gend with ntl® Xeon® CPU ES-2660 v2 @ 2.80GHz, 256 GB RAM, HyperThreading is on. Software: Intel C+-+ compiler
15.0, Microsoft Visual C++ 2013, GCC 4.9.0. Linux OS: Red Hat Enterprise Linux Server release 6.5 (Santiago), kernel 2.6.32-431.e16.x86_64. Windows OS: Win
B irpriet, Sere- phok 1. SPECS Bendhmark o).

Software and workloads used in performance tests may have been optimized for p only on Intel ts, such as SYSmark and
MobileMark, are measured using Specific computer Systems, components, software, operations and functions. Any change o any of those Hoclors oty cae ha eautts
to vary. You should consult other information and performarice tests to assist you in fully evaluating ncludin at

your
r0GUL Wi Combie i ot produeler & OUher randa and pames e (e proparly of thal pacive. ownEra. gk Soutee. T Corporaton

Optimization Notice: Intel's compilers may or may not optlmlze to the same degree for non-Intel microprocessors for optimizations that are not unique to
Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guaramee the
availability, functionality, or of ar ny n cn not manufactured by Intel. Micropr 1sin
this product are intended for use with Intel rr 1s not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the a Bllcable product User and Reverence Guides for more information regarding the specific instruction sets covered
by this notice. Notice revision #20110:

Boost Fortran application performance
on Windows* & Linux* using Intel® Fortran Compiler
(lower is better)

o
o
S

0,54

Intel
Fortran 15.0

Fortran 15.0
Absoft 14.0.3
PGI Fortran 14.7

Intel

Linux

Relative geomean performance, Polyhedron* benchmark— lower is better

Configuration: Hardware: Intel® Core™ i7-4770K CPU @ 3.50GHz, HyperThreading is off, 16 GB RAM. . Software: Intel Fortran com \|Er 150 Absnﬂ’ldﬂ 3,. PGI
Fortran 14.7, Openod®, gForran® 490, Linux OS: Red tiat Enterprise Linux Server release 6.4 (Santiago), kemel 2.6.32-358.el6.x86_64. Windows 0s: Windows 7

Enterprise, Lorice Eapk Polynedron Forfran Benchmark (v polyhedron,com) s compiler switches: Absoft: -m64 -0 - speed math=10 -fast_math -
weh=core XNTEGER -stack0x50000000. el Forlran compiler: ffast /Qparalil ek SATa0000, BT Fortan, -meiass Mamalzn Mlpa»fasl Tne -
ix compiler switches: Absoft -m64 -mavx -O5 -speed_math=10 -march=core —XINTEGER. Gfortran: -Ofast -mfpmath=sse -fito -march=native -

e ops e par s e ased. Il Foriam complor st pariel PGl Forvan ot dsactastinime Momataloc Viorelmed Meisd. avays Meoneunbind.
pen64: -march=bdverl -mavx -mno-fma4 -Ofast -mso —

Software and workloads used in performance tests may have been optimized for only on Intel tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, InCludln? the performance of that
product when combined with other products. *Other brands and names are the property of their respective owners. Benchmark Source: Intel Corporation

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to
Intel microprocessors. These optimizations include SSE2, SSE3, and SSSES3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optlmlzatlon on mlcroprncessnrs not manufactured by Intel. Microprocessor-dependent opumlzauons in
this product are intended for use with Intel not specific to Intel microarchitecture are reserved for Int
microprocessors. Please refer to the aggllcable product User and Reference Guldes for more information regarding the specific instruction se(s covered
by this notice. Notice revision #20110:
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http://www.spec.org/

Scalability and Productivity - TBB
Intel® Threading Building Blocks

Developer Productivity

Scalability on Intel® Xeon Phi™ Coprocessor

Excellent Performance Scalability with Intel® Threading Building Blocks 4.2
on Intel® Xeon Phi™ Coprocessor

“Intel® TBB provided us with
optimized code that we did not have
to develop or maintain for critical
system services.

| could assign my developers to code
what we bring to the software table.”

@
o

Speedup

D
o

S
o

=« u1linear

——sudoku

61 122 183 244
Hardware Threads

Configuration Info - SW Versions: Intel® Intel" Xeon Phi™ Coprocessor 7120X (1668, 1.238 GHz, 6107244 Ty MPSS Version: 2.1672013;
Flash Version: 2.1.02.0386; Host: 2x ase 6.2 (Santiago), kernel 2.6.32-2206.x86_64; Benchmarks were run on Intel”
Xeon Phi™ Coprocessor. Benchmark Sou 88

el products 3s measured by those tests. Any difference in system hardware or software

Performance tests and rat e m nputer Sy nS ¥ Mpones J . o . ,
e performance of systems or components they are considering purchasing. For more information on performance Michaél Rouﬂ_le’ CTO’ Golaem

design or configurat | u rs shouid consult other sources of information to
tests and on the performance of Intel products, reft elcom/performance/resources/denchmark |

* Other brands and names are the property of their respective owners.
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SS€3, and
SSSE3 instruction sets and other optimizations. Intel does not g the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent

optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Intel® Integrated Performance Primitives Overview

A software developer’'s competitive edge

Optimized performance focused on the compute-intensive tasks that matter
to you

Easy to use building blocks to create high performance workflows in String

Processing, Data Compression, Image Processing, Cryptography, Signal
Processing, & Computer Vision

Unleash your potential through access to silicon

Consistent C APIs span multiple generations of Intel’s processors and SoC
solutions, removing the need to develop for specific architecture
optimizations

Included in Intel® Parallel Studio XE Suites

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Intel® Math Kernel Library is a Computational Math Library

Mathematical problems arise in many scientific disciplines

EREAYINAE

ENENINEEER
Signal Financial Engineering Digital Science &
Processing Analytics Design Content Research
Creation

These scientific applications areas typically involve mathematics

Differential equations ou

du?
Linear algebra ax* 9y’ tqu=fxy)

Fourier transforms

Statistics

Intel® MKL can help solve your computational challenges

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice



Tune Applications for Scalable Multicore Performance
Intel® VTune™ Amplifier XE Performance Profiler

Is your application slow?

™ Basic Hotspots Hatspots by CPU Usage viewpoint (change) @ Intel VTune Amplifier XE 2015

@ Analysis Target Analysis Type| B Collection Log| | K Summary Ve Caller/Callee| | s Top-down Tree| | BB Tasks b

Does its speed scale with more cores? s o s )& @ @ meomescumes [
CPU Timew wE . drViewing 4 10f40 b selected stack(s)
H M - » . Function / Call Stack Effective Time by Utilization Spin Ove.rhead uI| 8% (1{]%9;0“.5075] |
T u n I n g W I t h O ut d ata I S J u St g u e S S I n g Ol @ Poor [0k @Leal  Over e T SystemProceduralFire...on - fireobject.cpp =
& FireDbject:checkCollision SrmtrProcedaFifrecbicctcondlt50
(= FireObject:ProcessFireC 3‘4445-—- 0s 05 : emproceduva‘Fm.‘ :eo J: B0 -
. . FireObject:FireColisionCallback+ | 3025 [ (N 0 gs [ retemProcedurafire. freobject cpp:
u ACC u rate C P U ) G P U 1 & th read I n g d ata (=13 F:::Obj:ct::E::itt:r;;:;\:nC;cecké 0‘4192“ g: 0; Smoke.exe!Parallel..managerthb.cpp:373
[+ NtWaitForSingleObject 0s 34065 0s Smoke.exe![TBB paral..- parallel_forh:212
. . . Selected 1 rowfs}: 4505 0 0s ~ Smoke.exeltbb:tinter...- parallel_for.h:150
» Powerful analysis & filtering of results KIS e ‘ A 2

QoG 31s 3Lls 312s 3135 31ds 315 3165 31Js 318 319 32 |RulerArea
. . wWinMainCRTStartup B V] P Frame
= Easy set-up, no special compiles  nthesdn (D106 B

endthreadex (TID: 4392
- o [¥] 3 Running

|_endthreadex (TID: 1102| oo
v
(CBatchFiltert:LHBatch Ime

ST PIPINT T LTy
[¥] Mk Spin and Overhead...

« D v » |[4]CPU Usage i
Mo filters are applied. o Any Process E|I Any Thread E|I Any Madule E Any Utlization E B

Call Stack Mode: Inline Mode: [ E| (BTN Functions only E

Threa

For Windows* and Linux* From $899
(GUI only now available on OS X*)

“Last week, Intel® VTune™ Amplifier XE

helped us find almost 3X performance Claire Cates

Principal Developer
SAS Institute Inc.

improvement. This week it helped us
improve the performance another 3X.”

T Windows* only. http://intel.ly/vtune-amplifier-xe

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice


http://intel.ly/vtune-amplifier-xe
http://intel.ly/vtune-amplifier-xe
http://intel.ly/vtune-amplifier-xe
http://intel.ly/vtune-amplifier-xe
http://intel.ly/vtune-amplifier-xe

Advisor XE Workflow * I X

Design Then Implement -

Where should I consider adding

® . .
Intel” Advisor XE Thread Prototyping paaleliLocate theloops and
5 functiens where your program spends its
1) Analyze It. time, and functions that call them.
Collect Survey Data
View Survey Result

2) Design it. lAnnntateSnumﬁ .
Add Intel Advisor XE annotations to

(Compiler ignores S : .
= = ; identify possible parallel tasks and their
Design Parallelism these annotations) enclosing parallel ses

Steps to annotate

View Annotations

= No disruption to regular development
= All test cases continue to work

_ ) 3. Check Suitability
= Tune and debug the dES|gn before you [3) Tune it. ﬁ Analyze the annotated program to check
implement It its predicted parallel perfermance.

Collect Suitability Data
View Suitability Result

- ﬁ 4. Check Correctness
[4) Checkit. @ Predict parallel data sharing problems for

the annotated tasks, Fix the reported
sharing problems,

Collect Correctness Data
View Correctness Result

Implement Parallelism [5) Do it! }i; ) 5. pralel ramevark

Steps to replace annotations

View Summary

Less Effort, Less Risk, More Impact

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice
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Intel
Cluster

(rmUMM3UM CKOPOCTH PABOTE NDIACIKEHII B PACTDRMAEHHSIX W THEDHARKX
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tconpeuscceperid Inted® Xeon PHIT, cosaanon o MCL PAH rpynnee keenami
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Intel* Cluster Studi XE 2013, Hargamap, 3710 npvacieakas ¢ MeToazmd Monte-Carko,
TPAMUKEHAS REHTCE0A XPOHOLAHIMAKIL @ TR 1PN DELAN 3534 paciETa
rpankaa narasd WRE u g,
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w— :
[ntel

Cluster

Ot v a2 CRopoc 1 palo b Ipenmenai 1 sepi ol
cynepkeenioTope Ha e apxerekrypid o«PCK Topragan n AaBaparcpum
CYMEPKDMNLIOTEPHEIX TERHIAN AR CUOMAAMUMER, DEIHMANVOTIY
#MAN0PAIMEPHEX CTRYRTYP 8 MBI 0GECN2M3aET NPOMPaUHHaIA NaceT

Intel* Chuster Studo XE 2013, Teu camui, PUOciixm YR noyrn
ARTMAXHOCTH MAROAMTR BAARR MATIITATHG WECARMARAHAS, ¥TN NNIRANAAT
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Software
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Software

Intel
Cluster

FOERIA IFRPIOADBCTRBREN d OM 1K THot A BBMAC AT o KASCTED
BacranpaMATA ¢ RN ApaMAAWTRRHACTI 15 TRANTY fsemans v-mas-
ek azamraerypa « PCK Tapiazan ¢ w40memines ez oM, coasa e i

Ha Gz rpuwseuopor bilel® Yeon® E5-2690 i cupmeperx tnar lnted* S2300) cran
(60444 VHCTLYMERTOM POCOAKME METECPAMIO3 AR A2NbHEAILEIO PA3EMTIR
CORPATARHATC TRYHEOATUA € LRMI NOARIIIAKKS TOSKACTH, AAMATARNENAKINCTH
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REMOTE SENSING IN ASIA PACIFIC
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How can Intel Tools help Oil & Gas applications?

Typical Problems

Seismic Very Large Jobs, Fault tolerance, Complex
Exploration FFTW's

Reservoir Memory Bound Apps, Complex Fluid Mechanics,
Modeling Large Memory Footprint

Field Optimizing oil distribution in the field, Signal
Operations Processing

“Both Shell and Intel have made significant investments Oil & Gas: Additional
in engineer-to-engineer collaboration and training to Reading
optimize Shell’s algorithms and applications for the Intel
processors and to enable our codes to fully utilize rising Article: Optimize Seismic

core counts. We believe our optimization efforts are a Imaage Processing on Intel MIC
key to our HPC success.

Article: Developing seismic
imaging code for Intel Xeon Phi

White Paper: 3D Finite
Differences on Multi-core

. Processors
+ lntel —
White Paper: Shell Drill Downs

Software on Hundredfold Improvements
in HPC

We utilize the Intel® C++ and Fortran compilers and
Intel® Math Kernel Library, as well as tools such as

Intel® VTune™ Performance Analyzer.”

Tips and Tricks for finite
difference

Intel Tools are used by majority of leading oil and gas companies
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http://library.seg.org/doi/abs/10.1190/1.3627855
http://library.seg.org/doi/abs/10.1190/1.3627855

Oil & Gas: Reservoir Modeling

111 Memory bound apps, complex
fluid mechanics, large memory

footprint

1: Identify bottlenecks w/ Intel® VTune™
Amplifier XE, ensure your software is
utilizing all CPU cores.

Where is my application...

Spending

Wasting
Time?

— Wait
Waiti ng dle 00 Ok Count
Too
Long?
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2: Increase app performance by reusing
optimized Linear Algebra functions in Intel

Math Kernel Library

Linear Algebra
* BLAS
e » LAPACK

= Sparse Solvers
Hath Keme!
Library

CLUSTER
» ScaLAPACK

3: Use Intel® Inspector XE to identify

memory and threading errors

@ Detect Deadlocks and Data Races intel Inspeﬂm XE 2013

|§= Target” AnalysisType”r Collection Log‘
Problems &

Problem  Sources Modules State

B New

1ofa b (Al | Code Locations: Data race
Description  Source Function  Module

Read winy :201 loop_once  find_and fi



http://www.google.com/url?sa=i&rct=j&q=intel+mkl&source=images&cd=&cad=rja&docid=Ghxt2qyq8hEofM&tbnid=VWVlKPyeb0yinM:&ved=0CAUQjRw&url=http://www.polyhedron.com/MD32DM59806&ei=_XIRUdymGKrriQKj9oHgCw&psig=AFQjCNHQuyK0dFeWlCCOfqwKwJxQQpMbHQ&ust=1360184319591341

Oil & Gas: Seismic Exploration

L1110 Very large jobs, apps require
fault tolerance, complex

FFTW’s

1: Intel MPI Library scales to 120k processes and is
interconnect independent. Intel Trace Analyzer and
Collector scales to 6k processes, can trace
communication type and identify user code

Industry Leading Performance with Intel* MPI Library 4.1
Relative (Geomean) MPI Latency Benchmarks on Linux* 64 (Higher is Better)
96 Processes on 8 nodes (InfiniBand + shared memory)

Up to 26X as fast as on 8 nodes .,

25 —
196

o

178

Speedup (times)
&

=
il

238
19 1.86
163 178 162
132  a—
| 1 l .

4 bytes 512 bytes 16 Kbytes 128Kbytes 4 Mbytes
Intel MP1 4.1 ® PlatformMPI8.21 ®MVAPICHZ 18 mOpenMPI 16.1

imizations. Intel does not
1s in this product are
instruction sets
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2: Automatic job restart via
support for Berkeley Labs
Checkpoint Restart

3: Improve
performance using
pre-optimized FFT
functions in Intel
Math Kernel Library

Fast Fourier

Transforms

* Multi-dimensional
(up to 7D)

* FFTW* Interfaces

CLUSTER

» Cluster FFT
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Evans Data
Corporation EDC North America
D ome T
EDC  |ibraries users rely on
wmer s math Kernel Library

“"Intel MKL is indispensable for

any high-performance computer

user on x86 platforms.” —PROF. JACK
DONGARA, INNOVATIVE COMPUTING LAB,
UNIVERSITY OF TENNESSEE, KNOXVILLE

“By adopting the Intel® MKL DGEMM
libraries, our standard benchmarks timing
improved between 43 percent and 71
percent...”

MATT DUNBAR, SOFTWARE DEVELOPER,
ABAQUS, Inc.

A Very
Good Kit

Indeed

DreamWorks Animation's Puss in Boots
Uses Intel® Math Kernel Library to Help
Create Dazzling Special Effects

"We want solid building blocks that we know will be
robust and have optimal performance. Intel MKL
provides that. We can start understanding the
artistic benefits of a complex algorithm more
quickly if we don’t have to build every component
of a system from scratch.” —RON HENDERSON,
SR.MANAGER, R&D, DREAMWORKS ANIMATION




/
Case study: Engineering analysis

* Intel® Parallel Studio helped identify conventionally difficult errors in the
parallel version of the SIMULIA software. Simulation time reduced by more
than 60 times when running on 128 cores.

| Multicore Intel® | Head gasket simulation: Sparse linear
Architecture equations with 5.3M variables, 2.6E13
Flops

1 core 3 days

16 cores 06:40:40

32 cores 03:20:20

64 cores 01:40:40

128 cores 01:06:06
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TeHoeHuun: IT-oby4veHmne

IT-nHOyCTPMA BCe DOnMblLLE BOBMNEKAETCS
B cucTemMy obpasoBaHUsA U y4acTBYyeT
B 0OpMUPOBaHMKN 0Opa3oBaTenbHbIX MNporpamm

| HOY MHTYWT | Akagewan: %

&€ = C A | [}intelintuitru =

HALMOHAEHBIA OTEPEITEIA SHHBEPCMTET MckaTh

Ct.' H H TYH T PervcTpaums TBo8 MyTs ;G

YueGa |AxkagemMnn Yuntens | PeifTMHr MarasuH i@ || Mofunsrse sepom g Komvoe [ Hosocru el
Komnanmuu BN £ K

Axagemna Intel: MHdopmauuna [-1 MbICTH

1 ®
n t | CozpaHa: 11.04.2013 | Kypcowl: 26 | Monezoeatenn: 40152 / 5992 Fenexa Kapmanosa
TemMa: MNporpaMMupoBaHKe

Npougaypa mkl_dcooge
Axapemua Intel — npoekT no NyONUKALMW MBTEPMANOE NO MHCTPYMEHTaM pazpalioTunka W TexHonorvaM Intel B MHTepHeTe B Buae Habiopa MREARZSHASERS ANA 48
fecnnaTHex 00pPaz0BaTeNLHEIX OHNARH-KYPCOB, M3YUMTE KOTOPHE MmKeT ninboil xenanwmii. b KOMMEHTUDOBATE
Cneuwanucrel  Intel B coTpygHuuecTee © yHWBepcuTeTaMu Pocouu  pazpaloTany  cepTWMMKELUMOHHYKD NPOrpaMMy  NoaroTOBKW
NpodeCCHOHANEHLIX NPOTPaMMHUCTOE — CNeuWandcToe B 00NacT NapannensHoro NporpaMMHPOEZHWA W MPOTPaMMUPOBIHHA  ONA Nuckyccun
=l Yyefa HMOGWNEHBIX YCTPOACTE C MCMONEI0BAHMEM MHCTPYMeHToE Intel. Kypcel BRMKYAINT TEKCTOBLIE KOHCMEKTHl NeKUWA, Cadgsl K NexkuWaH,
Mpodeccuonan s ONMCaHuA nabopaTopHeX paboT W CepTHOMKALMOHHEIE TECTH. YCMEWHoE NPOXOXOeHUe KyPCOB CEPTMOMKIUMOHHOA NpOrpaMMel OaeT
MapannentHoM BOZMOMXHOCTE NonyunTe cepTudmkatel Intel Parallel Programming Professional u Intel Mobile Programming Professional no copokynHocT Tem
NporpaMMUpoBaHUK 1 Habopy zHaHwi. Mpu pazpafioTke WKypcoe ObiMM yUTEHsl DP3ZNMUHLIE YDOBHW MNOATOTOBKWM CNYWBTENEed W MX BOSMOMXHEA MOTME3LMA.
NpodeccioHan B Kamaslid Kypc MMeeT yPOBEHs CNOMHOCTH: 3T0 NMb0 BROAHLIA KypC (cepTudwukaT ypoeds Introduction), nwbo ocHoeHOM kypo (cepTudmukaT

. - Mpa a mkl_dcooge
NnporpaMMUpoEaHK ana ypoBHA Basic). CaiT Axagemud Intel npegocTaEnAeT JOCTYN K KOANEKUMHW M3 14 kypcop, ewe 12 KypCOB HaxOgATCA B NpoUecce ngﬂ“ﬁg‘:ﬁaqmgnm EE
MOBMAEHEIX YCTPOACTE pazpaboTiM.
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TeHaeHuuun: | T-kaapbl
IT-nHOYyCTPMA co3gaeT BHELLHUE

MHAOPMALIMOHHbIE NopTarbl AN CTYAEHTOB U
BHYTPEHHNE KOpNopaTUBHbIE YHUBEPCUTETDI

A Intel Delta Course 2014 |Ir x

€« - C fi 0 https//deltaintel-up.org

IntelDeltaCourse2014

INTEL DELTA COURSE 2014

Mporpamma Intel Delta Course
«JononHuTenbHbIe rnaeebl no Software Engineering»

Llukn nekunil W TpEHUHIOE NO NPOrpaMMHOA MH¥EHEpUU ANA CTYAEHTOE, MAarCTPaHTOE W ACNWPAHTOE BCTECTEEHHD-HAYYHLIX CNeUnansHoCTel By308
HuHero Hoeropoga v obnactu.

[Mepeoe aaHATMe cocToutcA 19-ro deepana 2014 r. B ofwce Ha vn. Typredesa, 30, r. Hunwid Hoeropog.




TeHaoeHuun: I T-uccnenoBaHud
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About the ITRS

ITRS News

Public Events

Sponsors

ITRS Edition Reports and Ordering
Models

Papers and Presentations

Industry Links

ITRS Teams
ITRS Working Group Login

International Technology Roadmap for Semiconductors

ITRS News

The ITRS continues to meet the pre-competitive needs of the global semiconductor industry.
The new 2013 edition is now released ! Follow this link to the Summary Files.

2014 ITRS EVENTS
SEMICON West - Free Registration Until May 9, 20141
Date: July 8-10, 2014

Location: San Francisco, CA

2014 ITRS Fall Public Conference
Hosted by the Korean Semiconductor Industry Association (KSIA). This event is held during the i-SEDEX 2014.
Date: October 15, 2014
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